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Abstract

The Pat h Conputati on El enent Comuni cation Protocol (PCEP) provides
mechani snms for Path Conmputation Elenments (PCEs) to perform path
conputations in response to Path Conputation Cient (PCC) requests.

Al t hough PCEP explicitly makes no assunptions regarding the
informati on available to the PCE, it al so nakes no provisions for PCE
control of timing and sequence of path conputations wthin and across
PCEP sessions. This docunent describes a set of extensions to PCEP

to enable stateful control of MPLS-TE and GWLS Label Swi tched Pat hs
(LSPs) via PCEP.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
https://ww.rfc-editor.org/info/rfc8231.
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1. Introduction

[ RFC5440] describes the Path Conputati on El enent Conmuni cation
Protocol (PCEP). PCEP defines the conmunication between a Path
Computation Client (PCC) and a Path Conputation El enent (PCE), or
bet ween PCEs, enabling conputation of Miltiprotocol Label Switching
(MPLS) for Traffic Engineering Label Switched Path (TE LSP)
characteristics. Extensions for support of Generalized MPLS (GVWPLS)
in PCEP are defined in [PCEP-GWLS].

Thi s docunment specifies a set of extensions to PCEP to enable
stateful control of LSPs within and across PCEP sessions in
compliance with [RFC4657]. It includes nechanisns to effect Label
Swi tched Path (LSP) State Synchronization between PCCs and PCEs,
del egation of control over LSPs to PCEs, and PCE control of tinming
and sequence of path conputations wthin and across PCEP sessions.

Extensions to pernit the PCE to drive creation of an LSP are defined
in [PCE-1nit-LSP], which specifies PCE-initiated LSP creation.

1.1. Requirements Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB174] when, and only when, they appear in all
capitals, as shown here.

2. Term nol ogy

This docunent uses the following terns defined in [ RFC5440]: PCC,
PCE, PCEP Peer, and PCEP speaker.

Thi s docunent uses the following terns defined in [ RFC4655]: Traffic
Engi neeri ng Dat abase (TED).

This docunent uses the following terns defined in [ RFC3031]: LSP.

Thi s docunent uses the following terns defined in [ RFC8051]: Stat ef ul
PCE, Passive Stateful PCE, Active Stateful PCE, Del egation, and LSP
St at e Dat abase.

The following terns are defined in this docunent:

Revocation: an operation perforned by a PCC on a previously

del egated LSP. Revocation revokes the rights granted to the PCE
in the del egation operation.
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Redel egation Tinmeout Interval: the period of time a PCC waits for
when a PCEP session is term nated, before revoking LSP del egation
to a PCE and attenpting to redel egate LSPs associated with the
term nated PCEP session to an alternate PCE. The Redel egation
Timeout Interval is a PCC-|ocal value that can be either operator
configured or dynanmically conputed by the PCC based on | oca
policy.

State Tinmeout Interval: the period of time a PCC waits for, when a
PCEP session is term nated, before flushing LSP state associ at ed
with that PCEP session and reverting to operator-defined default
paraneters or behaviors. The State Tineout Interval is a PCC
| ocal value that can be either operator configured or dynamically
comput ed by the PCC based on | ocal policy.

LSP State Report: an operation to send LSP state (operational/
adm nistrative status, LSP attributes configured at the PCC and
set by a PCE, etc.) froma PCCto a PCE

LSP Update Request: an operation where an Active Stateful PCE
requests a PCC to update one or nore attributes of an LSP and to
re-signal the LSP with updated attributes.

SRP- 1 D-nunber: a nunber used to correlate errors and LSP State
Reports to LSP Update Requests. It is carried in the Stateful PCE
Request Paraneter (SRP) object described in Section 7.2.

Wthin this docunent, PCEP conmuni cations are described through PCC
PCE rel ationships. The PCE architecture al so supports PCE-PCE

conmuni cati on, by having the requesting PCE fill the role of a PCC
as usual

The message formats in this docunment are specified using Routing
Backus- Naur Format (RBNF) encoding as specified in [ RFC5511].

3. Mdtivation and Objectives for Stateful PCE

3.1. Mtivation
[ RFC8051] presents several use cases, denonstrating scenarios that
benefit fromthe depl oynent of a stateful PCE. The scenarios apply
equally to MPLS-TE and GWPLS depl oynents.

3.1.1. Background
Traffic engineering has been a goal of the MPLS architecture since

its inception [ RFC2702] [RFC3031] [RFC3346]. |In the traffic
engi neering system provi ded by [ RFC3209], [RFC3630], and [ RFC5305],
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i nformati on about network resources utilization is only available as
total reserved capacity by the traffic class on a per-interface
basis; individual LSP state is available only locally on each Labe
Edge Router (LER) for its own LSPs. |In npost cases, this nmakes good
sense, as distribution and retention of total LSP state for all LERs
within in the network would be prohibitively costly.

Unfortunately, this visibility in terns of global LSP state may
result in a number of issues for sone demand patterns, particularly
within a common setup and hold priority. This issue affects online
traffic engineering systens.

A sufficiently over-provisioned systemwi Il by definition have no

i ssues routing its demand on the shortest path. However, |owering
the degree to which network over-provisioning is required in order to
run a healthy, functioning network is a clear and explicit prom se of
MPLS architecture. |In particular, it has been a goal of MPLS to
provi de nmechani sns to alleviate congestion scenarios in which
"traffic streans are inefficiently napped onto avail abl e resources;
causi ng subsets of network resources to beconme over-utilized while
others remain underutilized" [RFC2702].

3.1.2. Wiy a Stateful PCE?

[ RFC4655] defines a stateful PCE to be one in which the PCE naintains
"strict synchronization between the PCE and not only the network
states (in termof topol ogy and resource information), but also the
set of conputed paths and reserved resources in use in the network."
[ RFC4655] al so expressed a number of concerns with regard to a
stateful PCE, specifically:

0 Any reliable synchronization nechanismwould result in significant
control - pl ane over head

0 Cut-of-band TED synchroni zati on woul d be conpl ex and prone to race
condi tions

o Path calculations incorporating total network state would be
hi ghly conpl ex

In general, stress on the control plane will be directly proportiona
to the size of the systembeing controlled and the tightness of the
control loop and indirectly proportional to the anmount of over-
provisioning in terns of both network capacity and reservation

over head.
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3.

Despite these concerns in terns of inplenentation conplexity and
scalability, several TE algorithns exist today that have been
denonstrated to be extrenely effective in |arge TE systens, providing
both rapi d convergence and significant benefits in terns of
optimality of resource usage [MKMN-TE]. All of these systens share
at least two common characteristics: the requirenent for both gl oba
visibility of a flow (or in this case, a TE LSP) state and for
ordered control of path reservations across devices within the system
being controlled. Wile some approaches have been suggested in order
to renmove the requirenments for ordered control (see [MPLS-PC]), these
approaches are highly dependent on traffic distribution and do not
allow for nmultiple sinmultaneous LSP priorities representing Diffserv
cl asses.

The use cases described in [ RFC8051] denonstrate a need for
visibility into global inter-PCC LSP state in PCE path conputations
and for PCE control of sequence and timing in altering LSP path
characteristics within and across PCEP sessions.

1.3. Protocol vs. Configuration

Note that existing configuration tools and protocols can be used to
set LSP state, such as a Conmmand Line Interface (CLI) tool. However,
this solution has several shortconi ngs:

o Scale & Performance: configuration operations often have
transactional semantics that are typically heavywei ght and often
requi re processing of additional configuration portions beyond the
state being directly acted upon, with corresponding cost in CPU
cycles, negatively inpacting both PCC stability LSP Update rate
capacity.

0 Security: when a PCC opens a configuration channel allow ng a PCE
to send configuration, a malicious PCE may take advantage of this
ability to take over the PCC. In contrast, the PCEP extensions
described in this docunent only allow a PCE control over a very
limted set of LSP attributes

0 Interoperability: each vendor has a proprietary information node
for configuring LSP state, which limts interoperability of a
stateful PCE with PCCs fromdifferent vendors. The PCEP
ext ensi ons described in this docunent allow for a commpn
i nformati on nodel for LSP state for all vendors

o Efficient State Synchronization: configuration channels nmay be
heavywei ght and unidirectional; therefore, efficient State
Synchroni zati on between a PCC and a PCE may be a probl em
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3.2. (Objectives

The objectives for the protocol extensions to support stateful PCE
described in this docunent are as foll ows:

o Allowa single PCCto interact with a m x of statel ess and
stateful PCEs simultaneously using the same protocol, i.e., PCEP

0 Support efficient LSP State Synchroni zati on between the PCC and
one or nore active or passive stateful PCEs.

0o Allowa PCCto delegate control of its LSPs to an active statefu
PCE such that a given LSP is under the control of a single PCE at
any given time.

* A PCC may revoke this delegation at any tine during the
lifetime of the LSP. |If LSP delegation is revoked while the
PCEP session is up, the PCC MJST notify the PCE about the
revocati on.

* A PCE may return an LSP del egation at any point during the
lifetime of the PCEP session. |If LSP delegation is returned by
the PCE while the PCEP session is up, the PCE MIUST notify the
PCC about the returned del egation

o Allowa PCEto control conputation timng and update tim ng across
all LSPs that have been delegated to it.

o Enable uninterrupted operation of a PCCs LSPs in the event of a
PCE failure or while control of LSPs is being transferred between
PCEs.

4. New Functions to Support Stateful PCEs

Several new functions are required in PCEP to support stateful PCEs.
A function can be initiated either froma PCC towards a PCE (C-E) or
froma PCE towards a PCC (E-C). The new functions are:

Capability advertisenent (E-C,CE): both the PCC and the PCE nust
announce during PCEP session establishnent that they support PCEP
Stateful PCE extensions defined in this document.

LSP State Synchronization (C-E): after the session between the PCC
and a stateful PCEis initialized, the PCE nust |learn the state of
a PCC s LSPs before it can perform path conputations or update LSP
attributes in a PCC
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5.

5.

LSP Update Request (E-C): a PCE requests nodification of attributes
on a PCC s LSP.

LSP State Report (C-E): a PCC sends an LSP State Report to a PCE
whenever the state of an LSP changes.

LSP control delegation (CGE E-C: a PCCgrants to a PCE the right to
update LSP attributes on one or nore LSPs; the PCE becones the
authoritative source of the LSP's attributes as long as the
delegation is in effect (see Section 5.7); the PCC may wi t hdraw
the del egation or the PCE may give up the delegation at any tine.

Simlarly to [ RFC5440], no assunption is nade about the discovery
met hod used by a PCC to discover a set of PCEs (e.g., via static
configuration or dynamic discovery) and on the algorithmused to
sel ect a PCE.

Overvi ew of Protocol Extensions
1. LSP State Ownership

In PCEP (defined in [ RFC5440]), LSP state and operation are under the
control of a PCC (a PCC may be a Label Switching Router (LSR) or a
managenent station). Attributes received froma PCE are subject to
PCC s local policy. The PCEP extensions described in this docunent
do not change this behavior.

An active stateful PCE may have control of a PCC s LSPs that were
del egated to it, but the LSP state ownership is retained by the PCC
In particular, in addition to specifying values for LSP' s attributes,
an active stateful PCE al so decides when to nmake LSP nodifications.

Ret ai ning LSP state ownership on the PCC allows for:

0 aPCCtointeract with both statel ess and stateful PCEs at the
sane tine

0o a stateful PCE to only nodify a small subset of LSP paraneters,
i.e., to set only a small subset of the overall LSP state; other
paraneters nmay be set by the operator, for exanple, through CLI
conmands

0 a PCCto revert delegated LSP to an operator-defined default or to
del egate the LSPs to a different PCE, if the PCC gets disconnected
froma PCE with currently del egated LSPs
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5.2. New Messages
In this docunent, we define the follow ng new PCEP nessages:

Pat h Conmputation State Report (PCRpt): a PCEP nessage sent by a PCC
to a PCEto report the status of one or nore LSPs. Each LSP State
Report in a PCRpt nessage MAY contain the actual LSP' s path,
bandwi dt h, operational and administrative status, etc. An LSP
Status Report carried on a PCRpt nessage is also used in
del egation or revocation of control of an LSP to/froma PCE. The
PCRpt message is described in Section 6. 1.

Pat h Conmput ati on Update Request (PCUpd): a PCEP nessage sent by a
PCE to a PCC to update LSP paraneters, on one or nore LSPs. Each
LSP Updat e Request on a PCUpd nmessage MJST contain all LSP
paraneters that a PCE wi shes to be set for a given LSP. An LSP
Updat e Request carried on a PCUpd nessage is also used to return
LSP del egations if at any point PCE no |onger desires control of
an LSP. The PCUpd nessage is described in Section 6.2.

The new functions defined in Section 4 are nmapped onto the new
messages as shown in the follow ng table.

o m e o e e e e e e e e e e e e e e e e oo oo RS +
| Function | Message |
NS . +
Capability Advertisement (E-C CE) Open
State Synchronization (CE) PCRpt

LSP Control Delegation (CE,E-Q

| | |
| LSP State Report (G E) | PCRpt |
| | |
| LSP Update Request (E-C) | |

Tabl e 1: New Function to Message Mappi ng
5.3. FError Reporting

Error reporting is done using the procedures defined in [ RFC5440] and
reusing the applicable error types and error val ues of [RFC5440]

wher ever appropriate. The current docunent defines new error val ues
for several error types to cover failures specific to stateful PCE.

5.4. Capability Advertisenent
During the PCEP initialization phase, PCEP speakers (PCE or PCC)
advertise their support of PCEP Stateful PCE extensions. A PCEP

speaker includes the "STATEFUL- PCE- CAPABI LI TY TLV", described in
Section 7.1.1, in the OPEN object to advertise its support for PCEP
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Stateful PCE extensions. The STATEFUL- PCE- CAPABI LI TY TLV i ncl udes
the 'LSP Update' flag that indicates whether the PCEP speaker
supports LSP paraneter updates

The presence of the STATEFUL- PCE- CAPABILITY TLV in PCC s OPEN obj ect
indicates that the PCCis willing to send LSP State Reports whenever
LSP paraneters or operational status changes

The presence of the STATEFUL- PCE- CAPABILITY TLV in PCE s OPEN nessage
indicates that the PCE is interested in receiving LSP State Reports
whenever LSP paraneters or operational status changes

The PCEP extensions for stateful PCEs MUST NOT be used if one or both
PCEP speakers have not included the STATEFUL- PCE- CAPABILITY TLV in
their respective OPEN nessage. |f the PCEP speaker on the PCC
supports the extensions of this specification but did not advertise
this capability, then upon receipt of a PCUpd nmessage fromthe PCE
it MJUST generate a PCEP Error (PCErr) with Error-type=19 (lnvalid
Qperation) and error-value 2 (Attenpted LSP Update Request if the
stateful PCE capability was not advertised)(see Section 8.5), and it
SHOULD term nate the PCEP session. |f the PCEP Speaker on the PCE
supports the extensions of this specification but did not advertise
this capability, then upon receipt of a PCRpt nmessage fromthe PCC
it MJUST generate a PCErr with Error-type=19 (lnvalid Qperation) and
error-value 5 (Attenpted LSP State Report if stateful PCE capability
was not advertised) (see Section 8.5), and it SHOULD term nate the
PCEP sessi on.

LSP del egati on and LSP Update operations defined in this docunment may
only be used if both PCEP speakers set the LSP-UPDATE- CAPABILITY flag
in the STATEFUL- PCE- CAPABI LI TY TLV to 'Updates Allowed (U flag = 1)’
If this is not the case and LSP del egation or LSP Update operations
are attenpted, then a PCErr with Error-type=19 (lnvalid Operation)
and error-value 1 (Attenpted LSP Update Request for a non-del egated
LSP) (see Section 8.5) MJIST be generated. Note that, even if one of
the PCEP speakers does not set the LSP-UPDATE-CAPABILITY flag inits
STATEFUL- PCE- CAPABI LI TY TLV, a PCE can still operate as a passive
stateful PCE by accepting LSP State Reports fromthe PCCin order to
build and nmaintain an up-to-date view of the state of the PCC s LSPs.

5.5. 1GP Extensions for Stateful PCE Capabilities Advertisenent

When PCCs are LSRs participating in the 1GP (CSPF or 1S 1S), and PCEs
are either LSRs or servers also participating in the IGP, an
effective nechani smfor PCE discovery within an | GP routing donain
consists of utilizing | GP advertisenents. Extensions for the

adverti senent of PCE Discovery Information are defined for OSPF and
for 1S 1S in [RFC5088] and [ RFC5089], respectively.
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The PCE- CAP- FLAGS sub-TLV, defined in [RFC5089], is an optiona
sub-TLV used to advertise PCE capabilities. |t MAY be present within
the PCE Di scovery (PCED) sub-TLV carried by OSPF or |1S-1S. [RFC5088]
and [ RFC5089] provide the description and processing rules for this
sub- TLV when carried within OSPF and IS-1S, respectively.

The format of the PCE- CAP- FLAGS sub-TLV is included bel ow for easy
ref erence

Type: 5
Length: Miltiple of 4.

Value: This contains an array of units of 32-bit flags with the nost
significant bit as 0. Each bit represents one PCE capability.

PCE capability bits are defined in [RFC5088]. This document defines
new capability bits for the stateful PCE as foll ows:

Bi t Capability
11 Active stateful PCE capability
12 Passive stateful PCE capability

Note that while active and passive stateful PCE capabilities may be
advertised during discovery, PCEP speakers that wi sh to use stateful
PCEP MUST negotiate stateful PCEP capabilities during PCEP session
setup, as specified in the current docunent. A PCC MAY initiate
stateful PCEP capability negotiation at PCEP session setup even if it
did not receive any | GP PCE capability advertisenents.

5.6. State Synchroni zation

The purpose of State Synchronization is to provide a
checkpoint-in-time state replica of a PCCs LSP state in a PCE
State Synchronization is perforned i nmedi ately after the
initialization phase [ RFC5440].

During State Synchroni zation, a PCC first takes a snapshot of the
state of its LSPs, then it sends the snapshot to a PCE in a sequence
of LSP State Reports. Each LSP State Report sent during State
Synchroni zation has the SYNC flag in the LSP object set to 1. The
set of LSPs for which state is synchronized with a PCE is determ ned
by the PCC s local configuration (see nore details in Section 9.1)
and MAY al so be determined by stateful PCEP capabilities defined in
ot her documents, such as [RFC8232].
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The end of the synchronization marker is a PCRpt nessage with the
SYNC flag set to O for an LSP object with PLSP-1D equal to the
reserved value 0 (see Section 7.3). |In this case, the LSP object
SHOULD NOT i ncl ude the SYMBOLI C- PATH NAME TLV and SHOULD i ncl ude the
LSP-1 DENTI FI ERS TLV with the special value of all zeroes. The PCRpt
message MJST include an enpty Explicit Route Cbject (ERO as its

i ntended path and SHOULD NOT include the optional Record Route bject
(RRO for its actual path. |If the PCC has no state to synchroni ze,
it SHOULD only send the end of the synchronization narker.

A PCE SHOULD NOT send PCUpd nessages to a PCC before State

Synchroni zation is conplete. A PCC SHOULD NOT send PCReq nessages to
a PCE before State Synchronization is conplete. This is to allow the
PCE to get the best possible view of the network before it starts
conmputi ng new pat hs.

Either the PCE or the PCC MAY term nate the session using the PCEP
session term nation procedures during the synchronization phase. |If
the session is termnated, the PCE MUST clean up the state it
received fromthis PCC. The session re-establishnent MJUST be
re-attenpted per the procedures defined in [ RFC5440], including use
of a backoff tiner.

If the PCC encounters a problemthat prevents it fromconpleting the
LSP State Synchronization, it MJST send a PCErr nessage wth
error-type 20 (LSP State Synchronization Error) and error-value 5
(indicating an internal PCC error) to the PCE and terninate the
sessi on.

The PCE does not send positive acknow edgnents for properly received
synchroni zati on nmessages. It MJST respond with a PCErr nessage with
Error-type=20 (LSP State Synchroni zation Error) and error-value 1
(indicating an error in processing the PCRpt) (see Section 8.5) if it
encounters a problemwith the LSP State Report it received fromthe
PCC, and it MJST termi nate the session.

A PCE inplenenting a limt on the resources a single PCC can occupy
MUST send a PCEP Notify (PCNtf) message with Notification Type 4
(Stateful PCE resource linmt exceeded) and Notification Value 1
(Entering resource limt exceeded state) in response to the PCRpt
message triggering this condition in the synchronization phase and
MJUST term nate the session.

The successful State Synchronizati on sequence is shown in Figure 1.
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+-+-+ +-+-+
| P | PCE|
+-+-+ +-+-+
I I
|----- PCRpt, SYNC=1----- >| (Sync start)
I I
[ ----- PCRpt, SYNC=1----- >|
I I
| |
[----- PCRpt, SYNC=1----- >|
I I
I I
| |
[----- PCRpt, SYNC=0----- >| (End of sync marker
I
I
I

Fi gure 1: Successful

(Sync done)

State Synchronization

The sequence where the PCE fails during the State Synchronization
phase is shown in Figure 2.

Cr abbe,

+
|
+

et +- +-+
PCC | PCE|
et +- +- +

| |

|----- PCRpt, SYNC=1----- >|

| |

[----- PCRpt, SYNC=1----- >|

| |

| |

|----- PCRpt, SYNC=1----- >|

| |

| - PCRpt, SYNC=1 I

| \ ,-PCErr |

| \ |

| \/ |

| A |

| / G- >| (Ignored)

| <omeneee | |

Figure 2: Failed State Synchronization (PCE Fail ure)

et al.
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The sequence where the PCC fails during the State Synchronization
phase is shown in Figure 3.

+- -+ +- -+
| PCC| | PCE
+- -+ +- -+
I I
[----- PCRpt, SYNC=1----- >
I I
[----- PCRpt, SYNC=1----- >
I : I
I : I
I : I
[-------- PCErr=? ------ >|

Figure 3: Failed State Synchronization (PCC Fail ure)

Optinmzations to the synchroni zati on procedures and alternate
nmechani sms of providing the synchroni zation function are outside the
scope of this docunent and are discussed el sewhere (see [RFC8232]).

5.7. LSP Del egation

If during capability advertisenent both the PCE and the PCC have

i ndi cated that they support LSP Update, then the PCC nay choose to
grant the PCE a tenporary right to update (a subset of) LSP
attributes on one or nore LSPs. This is called "LSP del egation", and
it MAY be performed at any time after the initialization phase

i ncluding during the State Synchronizati on phase.

A PCE MAY return an LSP delegation at any time if it no | onger w shes
to update the LSP's state. A PCC MAY revoke an LSP del egation at any
time. Delegation, Revocation, and Return are done individually for
each LSP.

In the event of a delegation being rejected or returned by a PCE, the
PCC SHOULD react based on local policy. It can, for exanple, either
retry del egating to the same PCE using an exponentially increasing
timer or delegate to an alternate PCE.

5.7.1. Delegating an LSP

A PCC del egates an LSP to a PCE by setting the Delegate flag in the
LSP State Report to 1. |If the PCE does not accept the LSP

del egation, it MJST i mediately respond with an enpty LSP Update
Request that has the Delegate flag set to 0. |If the PCE accepts the
LSP del egation, it MJST set the Delegate flag to 1 when it sends an
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LSP Updat e Request for the delegated LSP (note that this may occur at
a later tine). The PCE MAY al so i nmmedi ately acknow edge a del egati on
by sending an enpty LSP Update Request that has the Del egate flag set
to 1.

The del egati on sequence is shown in Figure 4.

---PCRpt, Delegate=1--->

+- +-+ +- +-+
| P | PCE]
+- -+ +- -+
| |
| ---PCRpt, Del egate=1--->| LSP del egated
| |
| ---PCRpt, Del egate=1--->
| : |
|
|
|
|
|
|

|

: |
<--(PCUpd, Del egat e=1)---| Del egation confirned

|

|

|

Figure 4: Del egating an LSP

Note that for an LSP to renain delegated to a PCE, the PCC MJST set
the Delegate flag to 1 on each LSP State Report sent to the PCE

5.7.2. Revoking a Del egation
5.7.2.1. Explicit Revocation

When a PCC decides that a PCE is no longer pernitted to nodify an
LSP, it revokes that LSP's delegation to the PCE. A PCC nay revoke
an LSP del egation at any tine during the LSP's lifetine. A PCC
revoki ng an LSP del egation MAY i nmedi ately renove the updated
paraneters provided by the PCE and revert to the operator-defined
paraneters, but to avoid traffic loss, it SHOULD do so in a
make- bef ore-break fashion. If the PCC has received but not yet acted
on PCUpd nmessages fromthe PCE for the LSP whose del egation is being
revoked, then it SHOULD ignore these PCUpd nessages when processing
the message queue. All effects of all nmessages for which processing
started before the revocation took place MIST be allowed to conpl ete,
and the result MJST be given the sane treatnent as any LSP that had
been previously delegated to the PCE (e.g., the state MAY i medi atel y
revert to the operator-defined paraneters).
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If a PCEP session with the PCE to which the LSP is del egated exists
in the UP state during the revocation, the PCC MJST notify that PCE
by sending an LSP State Report with the Delegate flag set to 0, as
shown in Figure 5.

+- -+ +- -+
| P | PCE|
+- +-+ +- +-+
|
---PCRpt, Del egate=1--->
|
<--(PCUpd, Del egate=1)---| Delegation confirned

- - - PCRpt Deiegatezo---> PCC revokes del egation

- - +

Fi gure 5: Revoking a Del egation

After an LSP del egati on has been revoked, a PCE can no | onger update
an LSP's paraneters; an attenpt to update paraneters of a

non-del egated LSP will result in the PCC sending a PCErr nessage wth
Error-type=19 (Invalid Operation) and error-value 1 (Attenpted LSP
Updat e Request for a non-del egated LSP) (see Section 8.5).

5.7.2.2. Revocation on Redel egation Ti meout

When a PCC s PCEP session with a PCE term nates unexpectedly, the PCC
MUST wait the tine interval specified in the Redel egation Ti neout
Interval before revoking LSP del egations to that PCE and attenpting
to redelegate LSPs to an alternate PCE. |f a PCEP session with the
original PCE can be re-established before the Redel egation Ti meout
Interval timer expires, LSP delegations to the PCE remain intact.

Li kewi se, when a PCC s PCEP session with a PCE termn nates
unexpectedly, and the PCC does not succeed in redelegating its LSPs,
the PCC MUST wait for the State Tineout |Interval before flushing any
LSP state associated with that PCE. Note that the State Ti meout
Interval timer may expire before the PCC has redel egated the LSPs to
anot her PCE, for exanple, if a PCCis not connected to any active
stateful PCE or if no connected active stateful PCE accepts the

del egation. In this case, the PCC MIST flush any LSP state set by
the PCE upon expiration of the State Timeout Interval and revert to
operat or-defined default paraneters or behaviors. This operation
SHOULD be done in a nake-before-break fashion
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The State Tinmeout Interval MJUST be greater than or equal to the

Redel egation Timeout Interval and MAY be set to infinity (meaning
that until the PCC specifically takes action to change the paraneters
set by the PCE, they will remain intact).

5.7.3. Returning a Del egation

In order to keep a del egation, a PCE MIUST set the Del egate flag to 1
on each LSP Update Request sent to the PCC. A PCE that no |onger

wi shes to update an LSP's paraneters SHOULD return the LSP del egation
back to the PCC by sending an enpty LSP Update Request that has the
Del egate flag set to 0. |If a PCC receives an LSP Update Request with
the Delegate flag set to 0O (whether the LSP Update Request is enpty
or not), it MJIST treat this as a del egation return

+- -+ +- -+
| PCC| | PCE
+- -+ +- -+

|
---PCRpt, Delegate=1--->| LSP del egated
<- - PCUpd, Eeiegate:O-——— Del egati on returned

|
|
|
I
| No del egation for LSP

I

---PCRpt, Del egate=0--->
|

Figure 6: Returning a Del egation

If a PCC cannot delegate an LSP to a PCE (for exanple, if a PCCis
not connected to any active stateful PCE or if no connected active
stateful PCE accepts the del egation), the LSP del egation on the PCC
will timeout within a configurabl e Redel egation Ti neout Interval, and
the PCC MIUST flush any LSP state set by a PCE at the expiration of
the State Tineout Interval and revert to operator-defined default
paraneters or behaviors

5.7.4. Redundant Stateful PCEs

In a redundant configuration where one PCE is backing up another PCE
t he backup PCE nmay have only a subset of the LSPs in the network

del egated to it. The backup PCE does not update any LSPs that are
not delegated to it. |In order to allow the backup to operate in a
hot - st andby node and avoid the need for State Synchronization in case
the primary fails, the backup receives all LSP State Reports froma
PCC. Wen the primary PCE for a given LSP set fails, after expiry of
t he Redel egation Tineout Interval, the PCC SHOULD del egate to the
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redundant PCE all LSPs that had been previously del egated to the
failed PCE. Assuming that the State Tineout Interval had been
configured to be greater than the Redel egation Tinmeout Interval (as
MANDATORY), and assuming that the primary and redundant PCEs take
simlar decisions, this delegation change will not cause any changes
to the LSP paraneters.

5.7.5. Redel egation on PCE Failure

On failure, the goal is to: 1) avoid any traffic |oss on the LSPs
that were updated by the PCE that crashed, 2) mnimze the churn in
the network in terms of ownership of the LSPs, 3) not |eave any

"or phan" (undel egated) LSPs, and 4) be able to control when the state
that was set by the PCE can be changed or purged. The val ues chosen
for the Redel egation Tinmeout and State Tineout values affect the
ability to acconplish these goals.

This section sunmari zes the behavior with regards to LSP del egation
and LSP state on a PCE failure.

If the PCE crashes but recovers within the Redel egati on Ti neout, both
the del egation state and the LSP state are kept intact.

If the PCE crashes but does not recover within the Redel egation

Ti meout, the delegation state is returned to the PCC. If the PCC can
redel egate the LSPs to another PCE, and that PCE accepts the

del egations, there will be no change in LSP state. |f the PCC cannot
redel egate the LSPs to another PCE, then upon expiration of the State
Timeout Interval, the state set by the PCE is renoved and the LSP
reverts to operator-defined paraneters, which may cause a change in
the LSP state. Note that an operator may choose to use an infinite
State Timeout Interval if he wishes to maintain the PCE state
indefinitely. Note also that flushing the state shoul d be

i mpl ement ed usi ng nake-before-break to avoid traffic |oss.

If there is a standby PCE, the Redel egation Tinmeout nay be set to O
t hrough policy on the PCC, causing the LSPs to be redel egated

i Mmediately to the PCC, which can delegate theminmrediately to the
standby PCE. Assuming that the PCC can redel egate the LSP to the
standby PCE within the State Timeout Interval, and assumi ng the
standby PCE takes sinilar decisions as the failed PCE, the LSP state
will be kept intact.
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5.8. LSP Qperations

5.8.1. Passive Stateful PCE Path Conputati on Request/Response

+- -+ +- -+
| PCC] | PCE]
+- +-+ +- +-+
| |
1) Path conputation |[----- PCReq nessage --->|
request sent to | | 2) Path conputation
PCE | | request received,
| | pat h conputed
| |
| <---- PCRep nessage ----|3) Conputed paths
| (Positive reply) | sent to the PCC
| (Negative reply) |
4) LSP state change | |
event | |
| |
5) LSP State Report |----- PCRpt message --->|
sent to all | . |
stateful PCEs | . |
: |
6) Repeat for each |----- PCRpt nessage --->|

LSP state change | |
| |

Figure 7: Passive Stateful PCE Path Conputation Request/ Response

Once a PCC has successfully established a PCEP session with a passive
stateful PCE and the PCC' s LSP state is synchronized with the PCE
(i.e., the PCE knows about all of the PCC' s existing LSPs), if an
event is triggered that requires the conputation of a set of paths,
the PCC sends a path conputation request to the PCE ([ RFC5440],
Section 4.2.3). The PCReq nessage MAY contain the LSP object to
identify the LSP for which the path conputation is requested.

Upon receiving a path conputation request froma PCC, the PCE
triggers a path conputation and returns either a positive or a
negative reply to the PCC ([ RFC5440], Section 4.2.4).

Upon receiving a positive path conputation reply, the PCC receives a
set of conputed paths and starts to set up the LSPs. For each LSP,
it MAY send an LSP State Report carried on a PCRpt nessage to the
PCE, indicating that the LSP's status is "Going-up".
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Once an LSP is up or active, the PCC MJST send an LSP State Report
carried on a PCRpt nessage to the PCE, indicating that the LSP' s
status is "Up’ or 'Active', respectively. |If the LSP could not be
set up, the PCC MIUST send an LSP State Report indicating that the LSP
is "Down’ and stating the cause of the 